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Preamble

• Learning a deep model
𝑆 = 𝑥! , 𝑦! !"#

$ → 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟,



Preamble

• Mixup (Zhang et al. 2018) in Deep Learning

/𝑆 = 0𝑥! , 0𝑦! !"#
$ → 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟,

where
0𝑥! = 𝜆𝑥! + 1 − 𝜆 𝑥% , 0𝑦! = 𝜆𝑦! + 1 − 𝜆 𝑦% ,	𝜆~𝐵𝑒𝑡𝑎(𝛼,	𝛽)∈[0,1].



Preamble

• Mixup Improves Generalization and Robustness (Zhang et al. 2021)

(a) Robustness (Lamb et al. 2019) (b) Generalization (Guo et al. 2019)
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Problems

• Label Mismatch (CutMix etc.)

“Bird” “Panda” “Bird” + “Panda”

There is a mismatching between mixed samples and labels.



Problems

• High Complexity (PuzzleMix etc.)



AutoMix

• How to balance precise mixing polices and complexity?

Solve the mixup problem in an end-to-end manner.



AutoMix: Reformulates Mixup

• Standard cross-entropy (CE) training

• Standard mixup CE (MCE) training

• Mixup reformulation

Sample mixing Label mixing

Parameterize mixup function ℎ as 𝜙 and optimize online with encoder 𝑓!.



AutoMix: Mix Block

• How to capture the pixel-level pair-wise relationships?

• Cross-attention mechanism.

• Take deep feature 𝑍 as input.



AutoMix: Momentum Pipeline

• How to stabilize this bi-level optimization?



AutoMix: Momentum Pipeline

• Results



Experiments

• Small-scale Datasets



Experiments

• ImageNet



Experiments

• Fine-grained classification



Experiments

• Calibration

• Weakly supervised object localization



Experiments

• Robustness and transfer learning

Robustness Transfer Learning 
(object detection)



Experiments

• Ablation Study

• Are the modules in Mix Block effective?

• How many gains can Mix Block bring without EMA and CE?

• Is AutoMix robust to hyperparameters?
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Problems

• Hard Mixed Samples (CutMix etc.)

There is a semantic mismatching between mixed samples and labels.

We hope to improve the prediction confidence in these cases.



Preliminary

• Mixed Cross-Entropy Underutilizes Mixup

The confidence of  mixed classes is forced to be related to 𝜆.

Could we preserve the smoothness and achieve more confidence?



Decoupled regularizer

• The Mixup with Decoupled Regulerizer.

• Decoupled Softmax (remove the competitor).

• Softmax Degrades Confidence in Mixup (winner takes all).



Asymmetrical Strategy

• Reliable connection to augment data.

Fully utilize labeled data by applying our decoupled mechanism.

• The Decoupled Mixup.

Notice: 𝑢" is unlabeled data and 𝜆 is fixed less than 0.5.

Notice: we only retained the labeled part.



Practical Consequences

• Make What Should be Certain More Certain.
• The model trained with decoupled mixup mostly doubled the top-2 mixup accuracy.

• Enhance the Training Efficiency.
• Boosting performance without extra computation.



Supervised Learning

ConvNets on ImageNet ViTs on ImageNet

Benchmarking on toy datasets



Semi-supervised Learning

Training from scratch.

Fine-tuning. DM is robust to hyper-parameters

Components are effective.

• Ablation Study



Thank you!

Code: OpenMixup Awesome-Mixup Homepage

lisiyuan@westlake.edu.cn


